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Object segmentation using maximum neural
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Abstract

In this paper, we present a new clustering method for segmentations of moving target
and non-target objects. We assume that the moving target object has the following conditions:
(1) object motion data continuity inter-frame, and (2) object motion data continuity intra-frame.
In our model, clusters tend to form as 2lling these two conditions. The experimental results
showed the e3ectiveness of the proposed algorithm and the performance of this model in terms of
the quality of the recognition results. Our algorithm is able to clean the input noise by removing
non-target objects before the recognition process.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

The gesture recognition system is one of the most important applications translat-
ing human communication media to symbols that are understandable for the computer.
While many kinds of informational household appliances have been researched for
developing in recent years, there are many problems in the human and computer inter-
faces. For handicapped people including aged people, the keyboard and the mouse are
not easy to use. Even for the others, they are too complicated to use in daily lives. The
gesture recognition system will help us to control these useful appliances more easily.
For example, if you want to turn o3 the light, you have only to point at the ceiling,
or if you want to open the curtain in the morning, you have only to wave hands.
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To recognize gesture patterns that contain time-series data, hidden Markov model
(HMM), arti2cial neural network model and dynamic programming matching (DP
matching) have been used in conventional researches. Takeshi et al. [9] proposed the
HMM-based gesture recognition system. While HMM is more appropriate for the inde-
pendent subjects than other models, it needs a complex learning algorithm for setting
parameters. Some arti2cial neural network models were proposed for association and
recognition of time-series patterns by Yamasaki et al. [10], Shigematsu and Matsumoto
[6], Tabuse et al. [7] and Nishiyama and Yagi [3]. These neural models for time-series
patterns are challenging in terms of the connection to the biological systems, but these
researches are at fundamental stages. Sagawa et al. [5], Nishimura et al. [2] and Osaki
et al. [4] proposed the gesture recognition system using DP matching. To recognize a
small scale of gesture patterns depending on the subject, it is known that DP match-
ing works very well. DP matching is a method for adjusting distorted input data to
template data by making a map between them and recognizing the input by evaluating
the matching cost after mapping. While DP matching is well suited to recognize an
object in a noiseless scene, there are many cases that other moving objects appear in
a same scene of video captured images. It needs to remove noise motions for using
DP matching in the real scenes.
A preprocessing method is proposed where it detects and removes noise motions

for the DP matching method. In our applications, moving objects, for instance the
heads or the other hands, are regarded as noise motions. In the 2rst phase, we use
maximum neural networks for segmenting objects from input motion data, maximum
neural networks were originally proposed by Takefuji et al. [8] in order to force the
state of the system to converge to the solution in neural dynamics. Amartur et al.
[1] showed the applications for the segmentation of magnetic resonance images of
the maximum neural networks. In our system, maximum neural networks are used for
segmentation problems in time-series images by adding the following new conditions.
We assume that the moving target objects have two conditions: (1) object motion
data continuity inter-frame, and (2) object motion data continuity intra-frame. In our
model, clusters tend to form as 2lling these two conditions. In the second phase, we
use DP matching to recognize the target motion. The experimental results show the
performance of this model by comparing the recognition results using DP matching
after the convergence of maximum neural networks to that of DP matching without
any preprocessing.

2. Object segmentation

The purpose of the 2rst phase is to detect the target object from input motion data
including non-target objects. By grouping the motion data as time-space segments, the
target object can be detected and the non-target objects can be removed. We assume
that the moving target objects have the following two conditions: (1) object motion data
continuity inter-frame, and (2) object motion data continuity intra-frame. The former
condition is based on the assumption that the target object should appear in almost the
same position and size of the object in post and previous frames. The latter condition
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Fig. 1. Gesture inputs.

is based on the assumption that the target object should move as a group in the same
time. These two conditions are considered when the clusters are formed in the iterative
calculation.

2.1. Input

To translate video captured images, I , to sequential motion data, M , di3erences of
each pixel of the succession frames are calculated (see Fig. 1). If the di3erence is
larger than a threshold value at time t in the position x, motion data Mti is set to x,
where i is the current number of the motion data. The motion data is extracted from
the frame in which the 2rst motion appeared to the frame in which the motion vanished
for the next few frames.

2.2. Clustering algorithm

Initially, the number of the clusters is set as 1, and the representative point of each
frame, R1t , is set as the gravity point of the Mt (see Fig. 2):

R1t =
1
n

m∑
i=0

Mti: (1)
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Fig. 2. Initial state of the representative point.

The cost for point i to categorize class j, Cij, is calculated as

Cij =



�(|Mti − Rj; t−1|+ |Mti − Rj; t+1|) + �|Mti − Rjt | if Vij = 1;

0 otherwise;
(2)

where Vij represents if the point i belongs to the class j, and � and � are
constant values. The left term of Eq. (2) coincides with the summation of the
distances to the representative point of the previous frame and that of post frame.
It agrees with condition (1) that the object should appear in almost the same
position of that in previous and post frames. The right term of Eq. (2) coincides
with the distance to the representative point of the same frame. It agrees
with condition (2) that the object should move as a group in the same
time.
The maximum cost is selected from class 1 in all the frames to compare to the aver-

age cost. If the ratio of the maximum cost and the average cost is less than a threshold
value, the calculation is at an end. Else the new representative point, Rj′t′ where j′ is
the current id of the class in the frame and t′ is the current id of the frame that has
the maximum cost, is set as the position of the motion data that has the maximum cost
(see Fig. 3):

Rj′t′ =Mt′i′ ; (3)

where i′ is the id of the motion data that has the maximum cost.
To make the new cluster, Rjt′ is updated continuously by Eq. (4) and the new

clusters are formed by Eq. (5) as maximum neuron rules for the constant number of
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Fig. 3. A new representative point.

Fig. 4. Modi2cation process of the representative points.

iterative steps (see Fig. 4):

dRjt′
dt

= �

(
1
n

m∑
i=1

Mt′i · Vij − Rjt′
)
; (4)

Vij∗ =

{
1 if |Mt′i − Rj∗t′ |=min(|Mt′i − Rjt′‖∀j);
0 otherwise:

(5)

After the iterative steps, go to Eq. (2).

2.3. Output

Finally, the set of representative points of class 1, R1, is regarded as the target object
movement and that of other classes is regarded as the noise movements (see Fig. 5).
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Fig. 5. Output as the movement of the target object.

3. Recognition

In the second phase, DP matching is used to recognize the target object. Input pattern
is translated from the output sequence of phase 1 to the sequence of the di3erential data.
By using di3erence of each two representative points of the succession frames, the input
sequence becomes invariant for the object translation. The input sequence is represented
as J and the distance from input pattern to the template pattern is represented as d.
The accumulation of the distance from input pattern at time t to template pattern at
time u, represented by S(t; u), is calculated by the DP matching rule:

S(t; u) = min



S(t − 2; u− 1) + 2d(t − 1; u) + d(t; u) (a)

S(t − 1; u− 1) + 2d(t; u) (b)

S(t − 1; u− 2) + 2d(t; u− 1) + d(t; u) (c)


 : (6)

By calculating Eq. (6), the minimum distance for making the map between input pat-
tern and template pattern is obtained when the slopes are limited three ways. The length
of the path, L, is calculated by

L(t; u) =



L(t − 2; u− 1) + 3 (a);

L(t − 1; u− 1) + 2 (b);

L(t − 1; u− 2) + 3 (c):

(7)

The total cost, C, is the normalized total distance by the path length:

C(t) =
S(t; u)
L(t; u)

: (8)

The input can be recognized as the template that has the minimum cost C among the
whole templates.



N. Yoshiike, Y. Takefuji / Neurocomputing 51 (2003) 213–224 219

4. Simulation

In our simulation, the resolution of a captured image is 320× 240 and the average
frame rate of the motion data is 3:39 frame=s, which is measured after di3erential
calculations. The following two subsections show a result for the maximum neural
networks and results for the recognition using DP matching after convergence of the
maximum neural networks respectively.

4.1. A clutering result

The input gesture pattern for the maximum neural networks is shown in Fig. 6 as
motion data. The left hand is waving horizontally and the right hand and the head are
sometimes moving. This gesture continued for 9:16 s and was captured into 31 frames.
In Fig. 6, the head and shoulder are moving at the 2rst three frames, and the right
hand is moving in middle frames. These are considered as non-target objects. The
di3erential sequence of the gravity points for each frame before segmenting objects
is shown in Fig. 7. Fig. 8 shows an object segmentation process of the input pattern
by applying the maximum neural networks. The selected frames are 27, 11, 12, 20,
8, 4, 2, 28, 29, 18 and 19 in order. In Fig. 8, the gray point 1 presents the trace
of the target representative point and the arrow presents the direction of the point for
each frame. The gray point 2 presents the non-target representative point and the noise
area is encircled. Fig. 9 shows the di3erential sequence of the gravity points after the
object segmentation process. This gravity sequence and the gravity sequence without
the object segmentation process (Fig. 7) are matched with a template pattern (see
Fig. 10) using DP matching. The template gesture pattern of the same hand motion
is captured in a perfect condition without non-target objects. The result is shown in
Fig. 11. The gray lines present mapping points decided by using DP matching. The
matching costs of raw input pattern and template pattern is 38.58, and the cost of noise
removed input pattern and template pattern is 36.85.

Fig. 6. A gesture input as motion data (frames 1–31).
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Fig. 7. The di3erential sequence of the gravity points without segmentation process.

Fig. 8. A noise removal process of the input pattern by applying the maximum neural networks. The selected
frames are 27, 11, 12, 20, 8, 4, 2, 28, 29, 18 and 19 in order.

4.2. Recognition results

Five kinds of gesture patterns are presented for testing the performance of our
algorithm: a waving hand, a rounding hand, a hand tracing the 2gure of eight, a
hand waving horizontally and a hand waving vertically. Video images are captured
in noisy condition which include non-target objects and noise less condition which
do not include non-target objects. To make the template data, each pattern is pre-
sented only once in each condition. Fifty di3erent input patterns are presented for
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Fig. 9. The di3erential sequence of the gravity points after segmentation process.

Fig. 10. A template pattern.

Fig. 11. DP matching result: the matching result of raw input pattern and the template pattern, and the
matching result of cleaned input pattern and the template pattern, respectively.
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Table 1
Recognition results

Input=template DP matching Clustering and False → correct Correct → false
DP matching

With non-targets= 32=50 32=50 3 3
with non-targets
With non-targets= 31=50 34=50 3 0
only the target
Only the target= 48=50 49=50 2 1
with non-targets
Only the target= 50=50 50=50 0 0
only the target

each condition and tested using both template patterns. Table 1 shows the number
of correct answers without any preprocessing and the number of correct answers af-
ter convergence of the clustering algorithm, and the number of changes from false
answer to correct answer and the number of changes from correct answer to false
answer.

5. Discussion

In the clustering result shown in the previous section, there are some remarkable
points. First of all, the motion of the right hand, which does not present a gesture, is
detected as a non-target object by using the maximum neural networks (see Fig. 8).
In frame 27, 11, 12, 20, 4, 28, 29, 18 and 19 have a common feature that the target
gravity point moves toward the real center point of the left hand because of the object
segmentation. In these cases, non-target objects appeared as groups and that agrees
with the assumption that the objects should move as a group in the same time. Also,
the result that the attributions of the clusters are not mistaken means the assumption
that the target object should appear in almost the same position and size of the object
in post and previous frames is plausible. In frame 8, the arm of the hand is removed
as a noise. In this case, it is not clear if the arm is a target object or not, but the
target representative point moves closer to the center of the hand by removing the arm.
Second, comparing the sequence of gravity points before object segmentation and that
after the calculation of object segmentation, the latter presents the feature of the wave
clearly (compare Fig. 9 to Fig. 7). The latter pattern has more salient peaks than the
former, and greater self-correlation. Third, the matching result is better after the object
segmentation. In Fig. 11, the latter waves are mapped successfully as peaks to peaks
but the former are not. Consequently, the latter mapping cost is smaller than the former.
However, in most frames the clustering is succeeded and the mapping result is 2ner
than the former, but in a few frames the clustering is not succeeded. In frames 1 and
2, head and shoulder are considered as the target objects. These frames in which the
target object disappears are diJcult to segment by using our model. The recognition
results in the previous section show the performance of the maximum neural networks.
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In three cases (with non-targets=with non-targets, only the target=with non-targets and
only the target=only the target), the results are not changed meaningfully. But in
the remaining case (with non-targets=only the target), the recognition result increases
6% of all input patterns. In a real situation, input patterns rarely can be captured
in the same good conditions in which template patterns can be captured previously.
Our segmentation model is an e3ective algorithm for revision of input data in those
cases.
We presented the simulation results in which the target object mainly appeared in

the whole motions. If a non-target object has larger movement than the target object,
noise detection would fail. This is because this system extracts the largest movement
in the image sequence by removing other small motions.

6. Conclusion

In this paper, we presented the maximum neural networks for the object segmentation
of a moving target and non-target objects. We assumed the following conditions for the
moving target segment: (1) object motion data continuity inter-frame, and (2) object
motion data continuity intra-frame. The experimental results showed the e3ectiveness
of the proposed algorithm and the performance of this model in terms of the quality of
the recognition results. Our algorithm is able to clean the input noise by segmenting
objects before the recognition process.
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