Notice further that
\[ \hat{K} = T^{-1}KT^{-1} = \begin{bmatrix} 1 & \ast \\ \ast & 1 \end{bmatrix} \]
and
\[ \hat{W} = T^*WT = \begin{bmatrix} W_{11}K_{11} & \ast \\ \ast & W_{22}K_{22} \end{bmatrix} = \begin{bmatrix} \hat{W}_{11} & \ast \\ \ast & \hat{W}_{22} \end{bmatrix}. \]
Hence
\[ \hat{G} = \sum_{i=1}^{2} \hat{W}_i \hat{K}_i = \sum_{i=1}^{2} W_i K_i = G_0 = 0.032428. \]

On comparing the above result with that in [2, sect. IV], it is observed that our \( \hat{G} \) is slightly smaller than the optimized unit noise in [2], which is 0.03491. The small difference may be due to the truncation method used in [2] to obtain matrices \( K \) and \( W \), which may have resulted in an imperfect realization. The basic problem with the Roesser realization used in [2] is that it is of higher order than necessary, which has resulted in more multipliers and, therefore, more noise.
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A Super-Parallel Sorting Algorithm Based on Neural Networks

YOSHIYASU TAKEFUJI AND KUO-CHUN LEE

Abstract—A new neural network parallel algorithm for sorting problems is presented in this paper. The proposed algorithm using \( O(n^2) \) processors requires two and only two steps, not depending on the size of the problem, while the conventional parallel sorting algorithm using \( O(n \log n) \) processors proposed by Leighton needs the computation time \( O(n \log n) \). A set of simulation results substantiates the proposed algorithm. The hardware system based on the proposed parallel algorithm is also presented in this paper.

I. INTRODUCTION

Sorting is one of the fundamental operations in computer science and engineering. The conventional sequential algorithm based on comparisons of pairs of elements must have complexity: \( O(n \log n) \). In 1968, Batcher introduced a parallel sorting algorithm with time complexity \( O(\log^2 n) \) using \( 2^{k-1} \cdot 3k \) \( (k+1) \) comparators where \( n = 2^k \) are the unsorted elements [1]. Leighton shows the algorithm using \( n \) processors in time \( O(\log n) \) [2]. Alon and Azar have claimed \( O(\log n / \log(1 + p/n)) \) algorithms using \( p \) processors [3].

Since the advent of VLSI technology, the hardware cost has become negligible. In this paper a new parallel distributed algorithm to sort a list of \( n \) unsorted elements is presented. The algorithm using \( O(n^2) \) processors requires two and only two iteration steps regardless of the size of the problem.

Processors used in the new algorithm are called neurons (where they perform the function of a simplified biological neuron), or binary neurons. Binary neurons have been successfully used for solving graph planarization problems [4] and tiling problems [5]. The output of the binary neurons is given by

\[ V_i = f(U_i) = \begin{cases} 1, & \text{if } U_i > 0 \\ 0, & \text{otherwise} \end{cases} \]

where \( V_i \) is the output of the \( i \)th neuron and \( U_i \) is the input to the \( i \)th neuron. Interconnection weights, called synaptic weights, between the neurons are determined by the predefined energy function \( E(V) \), which describes the penalty quantity where \( V \) is an \( n \)-dimensional vector: \( V = (V_1, V_2, \ldots, V_n) \).

Before discussing the details of our method, first we are going to show how the neural network can perform the parallel gradient descent method. As long as the motion equation of the binary neurons is given by \( dU_i / dt = -dE / dV_i \), the predefined energy function \( E \) monotonically decreases. The following proofs claim that the state of our neural network is guaranteed to converge to the local minimum under the discrete numerical simulation.

Proofs:

\[ \frac{dE}{dt} = \sum_i \frac{dV_i}{dt} \frac{dE}{dV_i} \]

where \( dE / dV_i \) is replaced by

\[ -\sum_i \frac{dU_i}{dt} \frac{dV_i}{dt} \left( \frac{dU_i}{dt} \right) \]

\[ = - \sum_i \left[ \frac{dV_i}{dt} \frac{dU_i}{dt} \right] \left( \frac{dU_i}{dt} \right)^2 \]

Let \( dV(t)/dU(t) \) be \( (V(t + \Delta t) - V(t))/dU(t) \). Let \( dU(t)/dt \) be \( (U(t + \Delta t) - U(t))/\Delta t \). It is necessary and sufficient to consider the following seven cases:

1) \( U(t + \Delta t) > U(t), U(t + \Delta t) > 0, \) and \( U(t) < 0 \)
2) \( U(t + \Delta t) > U(t), U(t + \Delta t) > 0, \) and \( U(t) > 0 \)
3) \( U(t + \Delta t) > U(t), U(t + \Delta t) > 0, \) and \( U(t) > 0 \)
4) \( U(t + \Delta t) < U(t), U(t + \Delta t) > 0, \) and \( U(t) > 0 \)
5) \( U(t + \Delta t) < U(t), U(t + \Delta t) < 0, \) and \( U(t) > 0 \)
6) \( U(t + \Delta t) < U(t), U(t + \Delta t) < 0, \) and \( U(t) < 0 \)
7) \( U(t + \Delta t) = U(t) \)

If Condition 7) is satisfied, then \( dU(t)/dt = 0 \) must be zero so that \( dE/dt = 0 \).
If 1), 3), 4), or 6) is satisfied, then $dV_i/dU_i$ must be zero, because of
\[\frac{dV_i}{dU_i} = \frac{V_i(t + \Delta t) - V_i(t)}{U_i(t + \Delta t) - U_i(t)} = \frac{0}{\text{nonzero number}}, \text{ so that } dE/dt = 0.\]

If 2) is satisfied, then $dV_i/dU_i$ must be positive, because of
\[\frac{dV_i}{dU_i} = \frac{V_i(t + \Delta t) - V_i(t)}{U_i(t + \Delta t) - U_i(t)} = \frac{1}{\text{positive number}}, \text{ so that } dE/dt < 0.\]

If 5) is satisfied, then $dV_i/dU_i$ must be also positive, because of
\[\frac{dV_i}{dU_i} = \frac{V_i(t + \Delta t) - V_i(t)}{U_i(t + \Delta t) - U_i(t)} = \frac{-1}{\text{negative number}}, \text{ so that } dE/dt < 0.\]

We can conclude that the energy function $E$ monotonically decreases as long as the motion equation of the binary neurons is given by $dU_i/dt = -dE/dV_i$. Q.E.D.

II. SORTING NEURAL NETWORKS

$N-1$ positive integers, $N_1, N_2, \ldots, N_{n-1}$, and 0 (zero)—which is a dummy number—are given where the subscript $i$ indicates the location of the register $i$ that contains the number $N_i$. The goal of sorting is to find a permutation $(\pi_1, \pi_2, \ldots, \pi_{n-1})$ such that $0 < N_{\pi_1} < N_{\pi_2} < \ldots < N_{\pi_{n-1}}$. In our new sorting, an $n \times n$ neural network array is provided where each row and column corresponds to the location of a register and the position of permuted order, respectively. The $n \times n$ array actually represents the directed adjacency matrix where one and only one neuron in the $i$th row ($i = 1, \ldots, n$) will be fired in order to determine the sorting order between $N_{\pi_i}$ and $N_{\pi_{i+1}}$. Note that $N_{\pi_{n-1}}$ must be greater than $N_n$ but it must be the nearest number to $N_n$.

The predefined energy function based on our neural representation is given by
\[E = \sum_{X=1}^{n} \sum_{Y=1}^{n} \sum_{X \neq Y} \frac{A}{(N_Y - N_X)} \sum_{i=1}^{n} f(N_Y, N_X)V_{XY}^iX_{Y} - \sum_{X=1}^{n} \sum_{Y=1}^{n} \frac{A}{(N_Y - N_X)} V_{XY}. \tag{2}\]

Instead of explaining (2), it is much easier to understand the behavior of the neural network using the motion equation of the neuron. The motion equation of the neuron in the $Y$th column and in the $X$th row is derived from the necessary condition of the introduced parallel gradient descent method: $dU_{XY}/dt = -dE/dV_{XY}$. Therefore, from (2), it is given by
\[\frac{dU_{XY}}{dt} = -\frac{A}{N_Y - N_X} \left( \sum_{i=1}^{n} f(N_Y, N_X)V_{Xi} - 1 \right) \tag{3}\]

where
\[f(L, R) = \begin{cases} 0, & \text{if } L \leq R \\ 1, & \text{otherwise}. \end{cases} \tag{4}\]

It is very important that all of the initial values at $t = 0$ for $U_{ij}$ ($i = 1, \ldots, n$, $j = 1, \ldots, n$) are set to small negative numbers. In (3), the term $(\Sigma f(N_Y, N_X)V_{XY} - 1)$ forces one and only one neuron to fire per row. When $N_Y$ is greater than $N_X$, (3) at $t = 0$ becomes positive because $V_{ij}$ ($i = 1, \ldots, n$, $j = 1, \ldots, n$) are zeros. The function of $f(N_Y, N_X)$ plays a key role in our method to determine which permutation connection should remain and which should be removed. In other words, only if $N_Y$ is greater than $N_X$ and the smallest number among $N_i$ ($i = 1, \ldots, n-1$), the term $(\Sigma f(N_Y, N_X)V_{XY} - 1)$ is zero so that (3) will be still positive; otherwise it will be negative.

We have already proved that the state of the system is guaranteed to converge to the local minimum. The $A/N_Y - N_X$ term and the function $f(N_Y, N_X)$ in (3) will guarantee the state of the system to converge to the global minimum. In order to achieve the global minimum convergence, remember all of the initial values for the inputs $U_{ij}$ ($i = 1, \ldots, n$, $j = 1, \ldots, n$) must be set to small negative numbers.

**Proofs:**

Consider the neuron in the $Y$th column and in the $X$th row. The initial values of $U_{ij}$ ($i = 1, \ldots, n$, $j = 1, \ldots, n$) are negative at $t = 0$ so that all of the $V_{ij}$ are zeros, because of the function of binary neurons in (1). If all of the $V_{ij}$ are zeros, then (3) must be positive as long as the value of $(N_Y - N_X)$ is positive. If the value of $(N_Y - N_X)$ is negative, (3) will be negative so that the neuron is not fired. We can conclude that at $t = 0$ the negative initial values of $U_{ij}$ ($i = 1, \ldots, n$, $j = 1, \ldots, n$) forces the neurons whose number is greater than $N_X$ to fire.
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Fig. 2. The convergence of a $10 \times 10$ sorting neural network to a solution.

---

Fig. 3. A parallel sorting neural network.
After the first iteration, one and only one neuron among fired neurons whose number must be not only greater than \( N_Y \) but also be the smallest number is forced to remain fired, because the product of \( f(N_Y, N_I) \) and \( V_{Xi} (i = 1, \cdots, n) \) in (3) enables the neuron in the \( Y \)th column and in the \( X \)th row to unify as long as \( N_Y \geq N_I \) is satisfied. If the \( N_Y \) is the smallest number, then the term \( \Sigma f(N_Y, N_I) V_{Xi} \) will be zero so that the neuron is forced to remain fired. Consequently, our method only requires two iteration steps to converge to the global minimum as long as the appropriate number is assigned to \( \Delta t \), where it must be greater than the absolute values of the initial \( U_{i,j} (i = 1, \cdots, n), (j = 1, \cdots, n) \) at time \( t = 0 \).

Q.E.D.

Our numerical simulations of (3) were based on the first-order Euler method: \( U_{XY}(t + \Delta t) = U_{XY}(t) + \Delta U_{XY} \Delta t \), where \( \Delta U_{XY} = dU_{XY}/dt \). Fig. 1(a) shows the relationship between the size of the problems and the number of iterations for the global minimum convergence where \( \Delta t \) varied \( 10^{-4} \) to \( 10^{-6} \) and the initial values of \( U_{XY} \) were set to \( 1/70000 \). Unsorted positive numbers were generated randomly. When the absolute values of the initial \( U_{i,j} (i = 1, \cdots, n) \) are greater than \( \Delta t \), more than two iterations are required. When \( \Delta t \) is greater than those, the state of the system always converges to the global minimum with two and only two iteration steps.

The energy function in (2) follows the quadratic form:

\[
E = \sum_{X=1}^{n} \sum_{Y=1}^{n} \sum_{i=1}^{n} \sum_{j=1}^{n} T_{XY,ij} V_{XY} V_{ij} + \sum_{X=1}^{n} \sum_{Y=1}^{n} V_{XY} I_{XY}.
\]

Therefore, the conductance matrix \( T_{XY,ij} \) is given by

\[
T_{XY,ij} = \frac{A}{N_Y - N_X} (1 - \delta_{XY}) \delta_{ Xi}(N_Y, N_J)(1 - \delta_{XJ})
\]

where \( \delta_{pq} = 1 \) if \( p = q \), and 0 otherwise.

In order to remove the expensive term \( A/(N_Y - N_X) \) from (6), which must use the variable conductance devices, the following motion equation is created:

\[
\frac{dU_{XY}}{dt} = -f(N_Y, N_X) \left( \sum_{j \in X} f(N_Y, N_I) V_{Xi} - 1 \right).
\]

Hence the new conductance matrix is given by

\[
T_{XY,ij} = -f(N_Y, N_X)(1 - \delta_{XY}) \delta_{Xi} f(N_Y, N_J)(1 - \delta_{XJ}).
\]

It is very important to notice that (8) does not require the variable conductance devices. Fig. 1(b) shows the relationship between the number of iterations and the size of problems based on (8). The number of iteration steps can be given by the following formula:

\[
\text{The number of iteration steps} = \text{Integer} \left[ \frac{U_{i,j}(0)}{\Delta t} \right] + 2
\]

where \( U_{i,j}(0) \) is the initial value at time \( t = 0 \) (\( i = 1, \cdots, n \) and \( j = 1, \cdots, n \)).

The sorting neural network based on (8) needs \( n^2 \) binary neurons and \( n(n - 1)/2 \) comparators to sort \( n - 1 \) unsorted elements. Fig. 2 shows a simple example to sort nine numbers \((44, 3, 62, 33, 57, 91, 37, 82, 13)\) using the \( 10 \times 10 \) neural network array. The simulation result indicates \( 0 < 3 < 13 < 33 < 37 < 44 < 57 < 62 < 82 < 91 \).

We have investigated the problem size up to \( n = 1000 \). All of our results showed that the computation time is constant, namely, two-step, when the following condition is satisfied:

\[
U_{i,j}(0) < \Delta t, \quad i = 1, \cdots, n; \quad j = 1, \cdots, n.
\]
Fig. 3 depicts the architecture of the proposed parallel sorting system based on (8) where it is composed of $n^2$ neurons and $n(n-1)/2$ comparators. Fig. 4 shows the details of the neuron $XY$ where the circuit is not yet minimized for the actual implementation. In Fig. 4, the operational amplifier on the first stage sums all of the inputs, which satisfies the following equation:

$$\frac{dU_{XY}}{dt} = -R \left( \sum_{j=1}^{n} f(N_j, N_Y) f(N_j, N_X) \frac{V_{Aj}}{2R_{on}} - \frac{V_X}{R_{on}} \right)$$ (10)

where $R_{on}$ is the on-resistance when a single analog switch is on.

The second operational amplifier performs integration of $dU_{XY}/dt$, which is given by the following equation:

$$U_{XY} = -\frac{1}{RC} \int \left( \frac{dU_{XY}}{dt} \right) dt.$$ (11)

The third operational amplifier generates $U_{XY}$ where $U_{XY} = -U_{XY}$. In the last stage, $f(U_{XY})$ follows the nondecreasing function.

Fig. 5 shows how to control the signal from the comparator to the analog switch. Remember that $n(n-1)/2$ comparators are required for sorting $n-1$ numbers.

III. CONCLUSION

The proposed parallel algorithm requires two and only two iteration steps to sort unsorted elements regardless of the problem size. The system based on the proposed algorithm uses $n^2$ neurons and $n(n-1)/2$ comparators for $n-1$ sorting problems.
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