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Many pattern segmentation systems have been developed by artificial neural networks. Those systems, including the perceptron and the associative memory are capable to map an input to one of the memorized patterns. However, in order to extract plural patterns from a mixed figure at once, we have to embed a specialized mechanism in their systems. The segmentation problem is still one of the difficult problems in image processing and speech recognition. This paper proposes a new pattern segmentation system using chaotic neural network. The proposed system can discriminate several patterns at once, even when they are overlapped each other. Our system is also reconfigurable, because it consists of two simple components: “back-propagation” and “chaotic neuron model” where the combination of two components plays a key role.

1. Introduction

The purpose of this study is to discriminate plural patterns from a mixed pattern by combining back-propagation and chaotic neural network. Many researchers have developed various kinds of pattern segmentation systems, for example, perceptron\(^1\) and associative memory\(^2\). These methods accurately work, only if an input data does not include noises. However, in the case of practical use, information contains a lot of noises, where an input data is often incomplete and several patterns are overlapped each other. Especially, to discriminate the overlapped objects is an extremely difficult problem for image processing, because every pattern interferes each other. To resolve this problem, many researchers have developed a variety of systems.

Cho and Reggia proposed competitive and cooperative process\(^3\) derived from the error back-propagation for prediction of multiple disorders. Cohen and Grossberg developed a recognition method to discriminate mixed categories by using masking field\(^4\). And Nigrin also developed SONNET\(^5\), which is a neural network system for this kind of tasks. Later, Basak et al. developed a category perception system, namely, X-tron\(^6\) which is a three-layered connectionist network model. And, Toyoda, et al. proposed associative neural networks with chaotic neurons\(^7\). It can be used to discriminate mixed patterns by using chaotic neural networks\(^8\).

However, these conventional algorithms for recognizing a mixed pattern require a large amount of the prohibitive computational cost due to their complex strategy. Besides, these are sensitive to noise of input images. To resolve the fatal problem of their systems, we have developed a simple neural network by using the combination of “chaos neuron model”\(^9,10\) and the supervised learning algorithm “back-propagation”\(^11,12\). Conventional back-propagation networks that use simple neuron models such as McCulloch-Pitts\(^13\) and sigmoid function output a fixed response from a static input. In fact, they show a good performance and stability. However, they only solve a static pattern recognition problem. By adding non-liner dynamics into back-propagation networks, the proposed system shows a dynamic behavior and solves more difficult pattern segmentation problems. In our approach, the main component of artificial neural networks is based on the chaotic neurons. Our system can extract each object from more than four mixed patterns simultaneously with a simple structure, and can be used for practical applications. The proposed system shows an advantage of the chaotic neural networks without instability of chaos. In the following section, we explain the mechanism of our system and the advantage of our system based on the simulation results.

2. The Proposed Method

The proposed system consists of two mechanisms, the chaos neuron model and the back-propagation algorithm. We describe the back-propagation algorithm and the chaos neuron model...
model. It is discussed how to obtain suitable parameters to control the chaos neuron. It is a significant process, although our system only works well with the suitable set of parameters of the chaos neuron.

2.1 Back-propagation

Back-propagation is a supervised learning algorithm proposed by Rumelhart in 1986\textsuperscript{11,12}. It enables the multi-layer neural network (known as perceptron) to realize the segmentation of any nonlinear pattern. It gradually minimizes the average error based on a difference between an output and a teaching signal. The average error between the output and the teaching signal is given by Eq. (1). \( T \) is the teaching signal and \( O \) is the system output. The weight between \( j \)th neuron and \( i \)th neuron is updated by Eq. (2). Note that \( \beta \) and \( \sigma \) are constant values respectively.

\[
E_p = \frac{1}{2} \sum_j (T_{pj} - O_{pj})^2 \quad (1)
\]

\[
\Delta_p W_{ji}(n+1) = \sigma \frac{\partial E_p}{\partial W_{ji}} + \beta \Delta_p W_{ji}(n) \quad (2)
\]

2.2 Chaotic Neural Networks

Aihara, et al. proposed a chaos neuron model\textsuperscript{7,9,10} which imitated a chaotic behavior caused by refractoriness of biological neuron. And they proposed a chaotic neural networks model based on the chaos neuron model. The dynamics of chaotic neural networks are given by Eq. (3), where \( x_i(t+1) \) is the output of \( i \)th neuron at time \( t+1 \), \( M \) is the number of given data, \( N \) is the number of neurons, \( A_j(t) \) is the weight from \( A_j(t) \) to \( i \)th neuron, \( W_{ij} \) is the weight from \( i \)th neuron to \( j \)th neuron, and \( \alpha \) and \( \theta_i \) are the refractory scaling parameter and the threshold. \( K_e, K_f, \) and \( K_r \) are the refractory decay parameters from external inputs, the feedback inputs, and the refractoriness, respectively. Equation (4) is the sigmoid function, where \( \epsilon_1 \) and \( \epsilon_2 \) define a slope of the sigmoid curve.

\[
x_i(t+1) = \frac{1}{1 + \exp((-u + \epsilon_1)/\epsilon_2))} \quad (4)
\]

They also simplified Eq. (3) into Eq. (5). Although they used this network model for an associative memory, we applied this model to a multi-layered neural network.

\[
x_i(t+1) = f(\eta_i(t+1) + \zeta_i(t+1))
\]

\[
\eta_i(t+1) = K_f \eta_i(t) + \sum_j W_{ij} x_j(t) \quad (5)
\]

\[
\zeta_i(t+1) = K_c \zeta_i(t) - \alpha x_i(t) + a_i
\]

where the term \( \zeta \) is the input value and the term \( \eta \) is the mutual interactions, and \( a_i \) is the sum of threshold and temporally constant external inputs to \( i \)th neuron. Since the chaos neuron outputs an analog value, the neuron \( x_i(t) \) in the output layer is converted to an alternative value based on Eq. (6).

\[
x_i(t) = \begin{cases} 1 & (x_i(t) \geq 0.5) \\ 0 & (x_i(t) < 0.5) \end{cases} \quad (6)
\]

2.3 Learning and Recognition

The proposed system is composed of a simple multi-layered neural network. In this paper, we use three layered neural networks as shown in Fig. 1. At the first stage, we use the back-propagation algorithm to teach several patterns to the network. In this stage, we use the sigmoid neuron described in Eq. (4). We do not use the chaos neuron model at the learning stage, because the proposed system does not need instability of the chaotic dynamism for learning. The chaos neurons are used when the system discriminate several patterns after learning.

In the next stage, we use the chaos neurons instead of the sigmoid neurons for pattern segmentation in order to recognize complex mixed patterns (Fig. 1). Note that the learning weights are kept at fixed values after learning.

Outputs of the system are recorded as sequential values during a certain period for one input. During the calculation period, we must not initialize the internal state in the chaos neu-

---

**Fig. 1** The exchange of neurons.
rons. By keeping the internal state of the neurons, the chaos neurons enable the system to discriminate mixed patterns.

2.4 Optimization of the Chaos Neuron

Weights of neural networks are obtained by learning. However, the properties of a neuron, which control the chaotic dynamics, cannot be obtained by learning. Especially, the chaos neuron model is sensitive to the parameters of neuron. To make the system work reliable, we have to set correct values to the neuron models. To search for suitable parameters, we use Genetic Algorithms (GA) introduced by Holland.\(^{14}\)

\[K_f, K_r, \alpha, \text{ and } a_i\] as shown in Eq. (5) are the main control parameters of the chaos neuron. Accordingly, we defined these four parameters as genes. The following is an example optimization process to obtain suitable parameters.

(1) Initialization

We prepared 100 small multi-layered networks and each network has 400 inputs, 40 hidden neurons and 4 output neurons. The networks were trained for four patterns as shown in Fig. 2 by using the back-propagation algorithm. In this process, we continued the learning until the average error \(E < 0.002\). Note that \(\beta = 0.90, \sigma = 0.25\) in Eq. (2) and the slope of the sigmoid curve \(\epsilon_1 = 0.50\) and \(\epsilon_2 = 1.00\). The initial values of \(K_f, K_r, \alpha, \text{ and } a_i\) were fixed at the uniform random values, and \(\epsilon_1\) and \(\epsilon_2\) in the sigmoid function of the chaos neuron model were fixed as 0 and 0.015 respectively.

(2) Selection Mechanism

We prepared for single input patterns and mixed input patterns, which are mixtures of any two patterns. These patterns were randomly chosen.

Each network was tested for these two kinds of inputs and we recorded a train of outputs at 100 times for each experiment. And next, we selected the individuals, which had a high percentage of correct answers with two experiments by using an elitist survival selection mechanism. The best 20% of all networks are used until the next generation and allowed reproduction.

(3) Operators

Two parents networks, which were randomly chosen produced 8 children. In this process, we used one-point crossover method. And the genes were randomly changed with 20% mutation rate. These processes were repeated for 20 generations and finally we obtained the parameters of chaotic neuron as shown in Table 1.

2.5 Handling of Outputs

To avoid interfering plural results each other, we should put a number of the neurons in the output layer and a number of memorized patterns in the same manner. And we should use one memorized pattern for one output neuron. For example, an output of neuron-1 must be 1 and other neurons must be 0, when the network learns Pattern 1. When the system discriminates many patterns, neurons in the output layer sometimes are activated simultaneously. This phenomenon causes a deterioration of rates of correct answers. Therefore, instead of rates of correct answers, we should consider firing rates of the neurons to obtain reliable answers. You should choose one from the counting methods and setup an appropriate threshold.

In the next section, we show the firing rates of output neurons along with the percentages of correct answers.

3. Simulations and Results

To show the effectiveness of our system, we experimented three simulations on a computer. In this simulation, the network has 400 inputs, 40 neurons in the hidden-layer, and 4 neurons in the output-layer. And the system was trained to memorize four patterns as shown in Fig. 2. We continued the learning until the average error \(E < 0.002\). Note that \(\beta = 0.90, \sigma = 0.25, \epsilon_1 = 0.50\) and \(\epsilon_2 = 1.00\). As a result, we recorded 100 sequential outputs for one static input. In this paper, we defined a noise as a bit inversion.

3.1 Simulation-1: Input a Single Pattern

When we gave Pattern 1 to the network, the system shows a correct answer perfectly as shown in Table 2. Figure 3 shows the state of neurons in the output layer from the time scale.

---

**Table 1** The parameters of chaotic neuron.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K_f)</td>
<td>0.20251</td>
</tr>
<tr>
<td>(K_r)</td>
<td>0.827443</td>
</tr>
<tr>
<td>(\epsilon_1)</td>
<td>0.797882</td>
</tr>
<tr>
<td>(\epsilon_2)</td>
<td>0.015000</td>
</tr>
</tbody>
</table>

**Fig. 2** Stored patterns.
Table 2  The results of simulation-1.

<table>
<thead>
<tr>
<th>Input</th>
<th>Percentages of correct answers</th>
<th>Firing rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pattern 1 = 100%</td>
<td>Output 1 = 100%</td>
<td>Output 2 = 0%</td>
</tr>
<tr>
<td>Pattern 2 = 0%</td>
<td>Output 3 = 0%</td>
<td>Output 4 = 0%</td>
</tr>
<tr>
<td>Pattern 3 = 0%</td>
<td>Unknown = 0%</td>
<td>Unknown = 0%</td>
</tr>
<tr>
<td>Pattern 4 = 0%</td>
<td>Output 1 = 100%</td>
<td>Output 2 = 0%</td>
</tr>
<tr>
<td>Unknown = 0%</td>
<td>Output 3 = 0%</td>
<td>Output 4 = 0%</td>
</tr>
</tbody>
</table>

Output 1  
Output 2  
Output 3  
Output 4  

Fig. 3  State of output neurons of simulation-1. (Input: Pattern 1)

0 to 30. Although we gave an input with 20% noise, we obtained the perfect answer shown in Table 2. We discuss this issue more in the next section.

3.2 Simulation-2: Segmentation of Two Patterns

When we gave a mixed pattern of Pattern 2 and Pattern 4, the proposed system showed two answers mutually as shown in Table 3 and Fig. 4. Moreover, the system showed almost perfect answer in this simulation, although the input included a large amount of noises.

3.3 Simulation-3: Segmentation of Three Patterns

When we gave a mixed pattern of Pattern 2, Pattern 3, Pattern 4, the proposed system did not show a good performance seemingly. However, you can observe that the proposed system recognize each of three patterns from four memorized patterns, when we observe state of the neurons in the output layer as shown in Fig. 5. In Fig. 5, output neuron-3 and output neuron-4 was activated simultaneously. The proposed system shows an excellent answer from the view of firing rates as shown in the upper part of Table 4. Finally, we gave a mixed pattern of the three patterns with noises, the proposed system showed accurate solutions from the difficult input value as shown in the lower part of Table 4 and Fig. 6.

4. Performance Analysis

In this section, we discuss advantages of our system from a variety of viewpoints.

4.1 Noise Tolerance

We examined the noise tolerance of our system. Figure 7 shows the noise tolerance for a single input pattern. In this simulation, we used the same network and the same computational condition as shown in Section 3. In this simulation, the chaos neuron $c$, which shows a correct answer, satisfies $R_c = \text{MAX}\{R_i (i = 1 \ldots N)\}$. Note that $R_i$ is the firing rate of $i$th neuron. As shown in Fig. 7, the noise tolerance of the proposed system is superior to the conventional sigmoid system. The proposed system succeeds in distinguishing a mixed pattern as keeping the same ability of the sigmoid system in terms of the noise tolerance. Figure 8 shows state of the output neurons, when the network obtains a mixture of two patterns. We conclude that the proposed system can extract mixed figure accurately if an amount of noise is up to 40%.

4.2 Calculation Speed

We computed the calculation speed of the proposed system. Table 5 shows the performance of the computer used in our simulation. Table 6 shows learning speeds and calcula-
tion speeds for segmentation of two different kinds of networks. In this simulation, we used 30 sequential outputs as a sufficient condition for segmenting any patterns. And we continued the learning process until the average error $E < 0.002$. The calculation of the proposed system is extremely fast as shown in Table 6. Our system discriminates input patterns within 30 ms for 400 input values. This calculation cost satisfies a performance for the real time information processing.

4.3 Extension Ability

(1) Structure of the network

We examined various sizes of networks and changed the number of neurons in a hidden layer. For example, we examined the same simulation as the simulation-3 changing the number of the hidden neurons between 5 and 70. And we obtained almost same results from all examinations.

(2) The number of stored patterns

We examined changing the number of stored patterns. As shown in Table 7 and Fig. 9, the proposed system extracted four patterns at once, when the network learns five patterns as shown in Fig. 10. From this simulation,
Table 7  Discrimination of four patterns.

<table>
<thead>
<tr>
<th>Input</th>
<th>Percentages of correct answers</th>
<th>Firing rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pattern 1 = 0%</td>
<td>Output 1 = 33%</td>
</tr>
<tr>
<td></td>
<td>Pattern 2 = 0%</td>
<td>Output 2 = 0%</td>
</tr>
<tr>
<td></td>
<td>Pattern 3 = 16%</td>
<td>Output 3 = 33%</td>
</tr>
<tr>
<td></td>
<td>Pattern 4 = 0%</td>
<td>Output 4 = 33%</td>
</tr>
<tr>
<td></td>
<td>Pattern 5 = 17%</td>
<td>Output 5 = 50%</td>
</tr>
<tr>
<td></td>
<td>Unknown = 67%</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 9  State of output neurons.
(Input: Pattern 1 + 3 + 4 + 5 with 10% noise)

Fig. 10  Stored patterns.

we can understand if a correlation between stored patterns is low enough, the proposed system can discriminate patterns from a mixture of more than four patterns at once.

5. The Network Analysis

In this section, we discuss the property of chaotic neural network with suitable parameters and consider why the proposed system can discriminate mixed figures.

To analyze the behavior of the chaotic neural network with suitable parameters used in the proposed system, we use a simple neural network, which consists of two chaos neurons as shown in Fig. 11. $X_1$ and $X_2$ are the chaotic neurons, $I$ is an input value and $W$ is a weight between $X_1$ and $X_2$. Figure 12 shows an output value from the neuron $X_1$, when the input value $I$ was changed. As shown in Fig. 12, in the most of cases, the neuron $X_1$ outputs only 0 or 1, although the network shows the bifurcation in places. Figure 13 shows a firing rate of neuron $X_1$ and Fig. 14 shows activations of neuron $X_1$. As shown in Fig. 14, the state converges to a limit cycle at flat places in Fig. 13. From these results, we can understand the chaos neuron, which is used in the proposed system shows periodic activation in most cases. Next, we observed the behaviors of neuron $X_2$. Figure 15 shows a firing rate of neuron $X_2$, when $I$ and $W$ were changed. The firing rate shows 0.5 in large part. In addition, the graph shows flat surfaces in the most of the rest. We think $X_2$ is activated periodically under these conditions.

From these results, by combining two chaotic components, the chaotic dynamics of the neurons is attenuated and the network shows periodic activation. We think this periodic activation of the neurons influence the pattern segmentation of mixed figures.

6. Discussion and Conclusions

In this paper, we propose a new pattern segmentation system, which is capable of discriminating several patterns simultaneously from a mixed pattern.

SONNET\(^5\) and X-tron\(^6\) are also able to discriminate mixed patterns by using self-organization. Compared with these conventional methods, the construction of the proposed method is simple. Since our system consists of the “back-propagation” method and the three-layered neural network, we can handle and modify it without hard tasks. Moreover, the proposed system can discriminate more than four patterns at once with a high tolerance for noises. Cho and Reggia proposed a learning scheme for this kind of purpose\(^3\). It consists of a simple architecture, which is similar to our system. However, they did not describe to the influence of noise. Thus, our system shows a new possibility of back-propagation by using chaotic neural network.

Generally, neural network systems using chaotic dynamism show an unstable behavior. As the system, which uses the chaotic neural networks, Toyoda, et al. proposed associative neural networks using chaotic neurons\(^7\). Their system can associate plural patterns chaotically, and if a mixed pattern is presented, the system shows related categories with high fre-
Fig. 12  Output of chaos neuron $X_1$.

Fig. 13  Firing rate of chaos neuron $X_1$.

Fig. 14  Firing behavior of chaos neuron $X_1$.

Fig. 15  Firing rate of chaos neuron $X_2$.

Quency $8)$. However, it still remains a hard problem to control the non-linear dynamics to discriminate more than two patterns.

Since the proposed system shows a reliable performance and stability by tuning the values of parameters to control the chaos neurons, we think our system can be used for complex information processing including video observation system, speech recognition, and text recognition.

7. Future Works

The proposed system shows extremely a good result, although an input to perceptional recognition often contains a kind of noises, such as the rotation and orientation of input image. As a future work, we have to normalize the input value, and improve the model so that it can cope with rotation and orientation of input image.
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